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Abstract: 
 
Failure detection and resolving problem before the customer register complaint remains an 
unresolved issue for a service provider and telecom companies. Access and aggregation 
networks plays vital role in extending uninterrupted and QOS to end users for which efficient 
monitoring is an important factor that cannot be neglected. Standard monitoring servers 
commercially available are either product specific or have limited features and are not capable 
enough for auto detection of important type of failures that can help in instant recovery.  
 
In this article, best design for failure discovery is proposed which is based on data analysis in 
real time using Remote Authentication Dial-in user server and external database that captures 
all events of Point-to-Point session disconnection.  
 
An algorithm is applied for detection and notification of failures at any network element 
through a centralize location for rapid recovery. RADIUS feed is sent to external database and 
analytic system in real time to avoid any computational load, performance issues on RADIUS 
servers and to achieve high level of efficiency. It also helps operators to diagnose problems 
before the customer’s register complaints through helpline. Once the rapid recovery is done 
and services of customers are reinstated in less time, it may help an operator in controlling the 
churn rate, increases customer satisfaction, reducing customer complaints and ensuring that 
quality of service committed to the customer is achieved. 
 
Keywords: RADIUS, DSLAM, BI, OSS, Network, Monitoring, AAA, QoS, Database, 
Failures  
 
INTRODUCTION  
 

1.1 Monitoring  
 
Monitoring plays a key role in providing 
uninterrupted and committed services to the 
customers. Telecommunication operators 
has to bear huge cost in deploying various 
type of solution to monitor different 
resources in their network. It is also evident 
that in a small or big enterprise there is not 

a single solution available which has 
enough capabilities to monitor all the 
different problems from a centralized 
location. Every vendor deploys his own 
monitoring solution which can only 
monitor devices that are of the same make 
or supported by vendor (property devices). 
In operators where multiple vendor 
products are running it is also noticed that 
for each vendor they have different type of 
network management systems. NMS is 
responsible to manage vendor supported 
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devices from a common location and notify 
different types of alerts on it graphical user 
interface. The operator also has to manage 
different type of NMS in their network. Due 
to this segregated nature and distributed 
management sometime it is quite difficult 
for an operator to proactively respond to 
outages as alerts remained unattended or 
not acknowledged in timely manner and 
they are overlooked or ignored. It is also 
observed that vendor specific management 
systems are only capable to monitor pre-
defined dataset of configured alerts and 
they are not meant for managing problems 
that are not configured like issues that occur 
often in the network such as bulk 
disconnection of subscribers.  
 
To address such type of problems operators 
are using various types of 3rd party products 
with them extra cost is associated or open-
source monitoring solutions are used like 
MRTG, Nagios, Cacti, Zabbix or any 
vendor specific products which further 
takes it input from different NMS system. 
The 3rd party solutions although are capable 
to integrate different vendor types NMS to 
get the alarms information but still lack in 
addressing issues which are not reported by 
NMS itself (like DSLAM or MSAG cards 
hang).  
 
1.2 Real-time monitoring in cloud 
computing 
 
Recently, cloud technology has brought 
informational technology revolution. A 
remote real time monitoring system relies 
on cloud computing that contains cloud 
monitoring platform and the purpose is to 
collect data, diagnose a fault and triggering 
alerts. It contains of monitored terminal, 
management terminal and cloud monitoring 
platform. The monitored terminal and the 
management terminal are connected to the 
cloud platform though internet. Operation 
state data is sent to the management 
terminal by cloud platform whereas the 
management server through cloud platform 
sends control data to the monitored server. 

The cloud based real time monitoring has 
low cost as the operator has not to buy any 
additional hardware or bear software cost 
[17]. Pattern based monitoring can be 
performed by checking real time or 
historical data from the logs of network 
management server that may point issues 
related to performance, security and 
increase or decrease in traffic [18]. 
 
1.3 Role of RADIUS Servers 
 
RADIUS Protocol is used to transmit 
information of authentication, 
authorization and accounting (AAA) 
between BRAS and RADIUS server. The 
well-known ports on which the data is 
carried are 1812,1813 (authentication and 
accounting respectively) and the transport 
protocol used is UDP. The BRAS act as a 
client for RADIUS servers and it is 
configured to pass through information to 
different RADIUS servers. On a BRAS 
different RADIUS servers may be defined 
in round-robin or if load balancers are used 
with RADIUS servers then on BRAS 
primary or secondary model is defined. 
Whereas, inside the load-balance multiple 
RADIUS servers can be defined for 
distribution of requests equally on all the 
RADIUS servers. The RADIUS servers 
work on the principle of getting the request 
from the BRAS (Access-Request) and send 
back the response (Access-Response) to the 
client. The connection between the 
RADIUS servers and the BRAS is secured 
by configuring the shared-key which is 
never sent over network. 
 
Once the shared-keys are exchanged and 
the BRAS is configured to send requests to 
defined RADIUS servers then the RADIUS 
server will start processing all the incoming 
requests. It processes the requests by 
sending acknowledgment that packet is 
received. RADIUS server either Accept or 
Reject the request on the basis of different 
criteria set for the different type of requests. 
RADIUS servers can process all incoming 
request by itself or it can forward the 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 10, Issue 7, July-2019                                                           1549 
ISSN 2229-5518  

IJSER © 2019 
http://www.ijser.org 

request to external system to get the 
response back to take decision either to 
validate request or invalidate the request. 
 
The RADIUS data contains Code field 
which is one octet, Identifier field is also 
one octet, Length field is two octets and 
Authenticator field is sixteen octets.  
Request authenticator of Access-Request 
contains User-Password [2] attribute but in 
Accounting-Request this attribute is not 
present due to which both authenticators are 
done in different ways. Accounting-
Response code is (5) and Accounting-
Request code is (4) if packet contains any 
invalid code it is discarded. The Figure.1.1 
below explains the packet capture of 
Accounting-Response sent on port 1813. 
 

 
Figure.0.1: RADIUS Request sample 

fields 
 

The incoming request or packet contains 
different attributes. These attributes contain 
standard RADIUS attributes and vendor 
specific attributes (VSA) for 
authentication, authorization and 
accounting. Attribute can be multi-value 
based on it requirement and use. The 
attribute format contains Type, Length and 
Value fields (Type, Length are one octet 
and Value can be zero or more octets). 
Value is more specific to attribute 
information and it value depends on the 
type of attribute it can be integer, string or 
ipaddr. Some values of RADIUS type field 
are reserved for experimental purpose, 
implementation purpose and some cannot 
be used (241-255). 
 

 
Figure.0.2: RADIUS attribute value pairs 

(AVP) 

 
The RADIUS attributes contains very 
useful information referred to Figure.1.2. 
The Acct-Status-Type [16] attribute 
contains information about start of session, 
end of session and ongoing session having 
value 1,2 and 3 respectively. Where Acct-
Status-Type (40) is reserved to record the 
status of each session, all vendors have to 
comply with use this AVP as it cannot be 
changed or they cannot use it for any other 
purpose (Figure.1-3) 
 

 
Figure.0.3: Attribute used for 

distinguishing accounting 
 
In Figure.1.2 the Acct-Input-Octets [16] 
and Acct-Output-Octets [16] indicates that 
how many packets received and sent to the 
port for the ongoing session. This 
information is only present in the 
accounting requests when the Acct-Status-
Type [16] is Interim or Stop. Acct-Session-
Id [16] is one of the important attributes in 
RADIUS accounting that must be present in 
the accounting request and has a unique 
value. The unique value received in this 
attribute is important and is used to easily 
track any session in the accounting log files 
or database (every session has unique value 
for this field and remains the same till the 
session is ended). 
 
1.4 RADIUS Termination causes 
 
Similarly, Acct-Termination-Cause is also 
one of the key attributes indicating the 
reason due to which a running session was 
stopped and this attribute is only present in 
the accounting records when a Acct-Status-
Type [16] value 2 is received. When a user 
session ends there are various type of 
causes recorded in the logs. This attribute 
can be used to point-out issues which 
cannot be detected through standard or 
available monitoring servers in the market. 
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Some prominent cause codes are discussed 
with value and reason in Figure.1.4  

 

 
Figure.0.4: RADIUS Account Termination 

Causes 
 
The Figure.1.4 and Figure.1.5 explains the 
type of disconnections that may happen to 
a user session. The User-Request is due to 
the reason customer request a logout. Lost-
Carrier is associated to the CPE end where 
data carrier detects a drop. Session Timeout 
appears when the total time for a session 
limit is reached and it is disconnected. 
NAS-Error, NAS-Request are associated to 
the BRAS. When the BRAS initiates any 
session disconnection in such cases, the 
cause code recorded is NAS-Error or NAS-
Request. 
 

 
Figure.0.5: PIE CHART - Termination 

Cause 
 
1.5 PPP over Ethernet (PPPoE) 
 
Point-to-point protocol is commonly used 
to establish PPP session and encapsulate 
PPP packets over Ethernet. It is established 
for providers where there is need to 
maintain the session associated with 
broadband access technologies. Also, when 

there are requirements to connect multiple 
host through same CPE at any remote 
location it is used. It enables the service 
provider to save cost, provide access 
control and enable per user based billing 
mechanism.  
 
1.5.1 How Point-to-Point over Ethernet 
works 
 
The Discovery stage is four steps process 
including Initiation packet, Offer packet, 
Request packet and Confirmation packet. 
When confirmation is received the host 
proceeds to PPP session stage. The PADI 
packet is initiated by the host where the 
destination address is a broadcast address 
and one tag containing required service 
must be present. The broadcast is received 
by multiple server but based on the required 
service tag the server respond by sending a 
PADO packet with destination Mac-
Address as the unicast address of the host 
which initiated the PADI packet. In PADO 
packet server must sent its name and with 
same required service name tag similar to 
the one received by it in the PADI packet. 
It can also send other additional service-
name tags which it can offer to the host but 
a server cannot respond to any request or 
for any service which it cannot offer to the 
Host. The initial PADI was a broadcast due 
to which the Host was responded by several 
servers. The Host chooses one server name 
and sends a PADR packet to only that 
specific server with destination address as 
the unicast address of the selected server 
with a code 0X19 and Session_ID as 
0x0000. On receiving the PADR packet the 
server generates a unique Session_ID to 
begin a PPPoE session and respond to the 
host with this unique Session_ID, code 
0x65 and destination address as unicast 
address of the host. Finally, if a session is 
required to be disconnected either the host 
or server initiates a PADT packet with code 
set to 0Xa7 and Session_ID info which 
need to be disconnected. Once PADT is 
triggered the communication is not allowed 
using that specific session. During an 
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established session server sends echo-
packets to ensure the session state is 
maintained because in several cases if 
PADT is not initiated by the host then 
server will not know the state of session that 
it has already ended. In PPPoE, the 
mechanism of re-tries is defined at both the 
server side and host side. If a PADO is not 
received by the host with in specified time 
it will resend the PADI packet for number 
of tries configured and doubled the time 
each time. Similarly, if a Host has not 
received PADS packet the Host should re-
send PADR using same timeout 
mechanism. Once re-tries limit meets PADI 
packet is resent.  
 
1.6 Scope of work 
 
The scope of this research is based on 
utilizing information from various systems 
to overcome problems and limitations like 
finding actual card capacity of each card of 
a DSLAM or finding total occupancy of 
card using provisioning inventory. Once the 
actual capacity of card or occupancy is 
known further analysis can be carried out 
for failure detection within the broadband 
network. The issues that reside in the 
network for long duration but remained 
unattended are discussed and different 
ways explored for finding, classification 
and diagnosing a fault. In past there were no 
prominent research works are carried out in 
which monitoring is performed using 
RADIUS as best known to the author.  
 
The use of auto-provisioning (OSS) in a 
telecom service provider network enhance 
the visibility and also increase the control 
for installed network devices. It enables an 
operator to automate all operations through 
one system and keep track of all changes 
made. It is used to automate the port 
allocation process and it helps to achieve 
the visibility for status of ports on each 
network element. Proposed here a real-time 
monitoring and analytic system that gets its 
feed from the external database. 
 

The accounting processing directly on the 
RADIUS servers has performance 
constraints whereas external database is 
optimized to give better response to 
searching data from thousand and millions 
of rows. The external database is further 
integrated to the BI system that has the 
capabilities for performing analytics on the 
input data using the historical data and the 
present data. On the basis of the available 
data the system may perform different type 
of analytics, generate reports and create 
incidents based on any irregularity found in 
the user’s behavior or trends. 
 
The thesis is distributed into following 
chapters. In second chapter, recent work is 
reviewed that is carried out in the field of 
network monitoring, also explored the kind 
of techniques available to achieve it. 
Chapter three sheds light on recent 
approaches being carried out for network 
monitoring. The chapter four discusses 
system model, applied algorithm and 
methodology is discussed in detail using it 
may help service providers and telecom 
operators to formulate one consolidated 
solution for several thousand network 
elements monitoring without applying any 
change to their existing network. In chapter 
five different results are extracted from a 
production environment that points to 
different types of problems that existed and 
remained unresolved for several days. The 
conclusion and scope of the future 
implementations is also presented at the 
end. 

 
1.6.1 Problem Statement 
 
Failure in networks causes a number of 
customers to suffer. In several cases, 
service providers are unable to diagnose a 
problem well in time, before it is escalated 
through a customer complaint, the failures 
that happened and remained unattended 
cause huge revenue loss to the service 
provider and customers may unsubscribe 
services. The customers prefer providers 
which provide stable and better quality of 
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service (QoS). The main focus of this 
research is to find problems that resides in 
the network but are silently resolved, are 
unnoticed and service level agreements are 
not taken into consideration and customers 
experience long duration outages. In mostly 
cases vendors are responsible for managing 
equipment’s of their own make and on 
different devices covered under some 
support contract. Recently, there was a 
solution proposed to detect mass PPPoE 
failure in a network using RADIUS servers 
[1]. Two search criteria used were on the 
basis of card capacity and occupancy of 
card but it had some limitations like 
capacity of card was not known. There is 
one other work carried out for monitoring 
state of PPP session [14] using RADIUS 
servers for a network element but it also not 
addressed issues up to cards or ports within 
a network element. The stated above 
problem and limitation is addressed in this 
research work. 
 
MONITORING SYSTEMS 
 

1.1 Network Management System 
 
There is also a US patent [19]. The patent 
explains network management system that 
maintains inventory in which data is stored 
for a respective network resource present in 
the network. Order entry is basically a 
change request that specify an update made 
to the network. Network inventory is 
updated in response to the initiated request. 
Several adopters are used to access 
components through which update or 
modify is carried out at inventory level or 
network element as explained in Figure.2.1. 
 

 
Figure.2.1: Automated network updates 

using NMS inventory 
 
Network inventory maintains records for 
network element installed and their 

connection information. Network 
discovery is sometime also used to obtain 
the information from the network 
automatically but doing so cannot ensure 
the actual installed based in the network 
and it can disrupt the process of service 
provisioning in a network. Most recent 
provisioning system contains an inventory 
database for building up inventory for 
network resources. This ensures that if any 
modification is required the network 
inventory is first updated and then 
configuration to be updated at the network 
element for which the change request is 
initiated. The process also ensures that 
configuration is consistent at inventory and 
network. It also ensures efficient 
automation for all other processes which 
use inventory (service provisioning, 
modification required at network). The 
network inventory contains both physical 
and logical resources. The logical resources 
deal with logical port and bandwidth 
modification. Inventory update component 
is capable to execute a specific stored script 
based on the change request. The use of 
different scripts specifies its own 
modification action that simplify a CR. The 
CR can be related to external element 
where the modification is required on 
external system over the network, doing so 
has increased the efficiency and flexibility 
for network level changes. Single 
configuration action can perform multiple 
modifications due to which network trouble 
can be evaded  
 
Service inventory is linked to the master 
inventory and is responsible for 
provisioning of services at network level. 
Similarly, to network inventory, service 
inventory is being used for updating 
configurations and sending them to the 
network resource so that a specific service 
can be enabled at the network element. The 
master inventory is used to keep the service 
inventory updated or it can be a single 
network inventory stored as specified data 
model in the database.  
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1.2 Auto-Provisioning 
 
In Telecommunication service providers 
rely on operational support system due to 
raise in the number of services and products 
offered to the customers. The OSS enables 
an operator to perform operations on multi-
vendor hardware and software systems. It 
may include different telephony 
components, network interfaces, data 
network and process manager. The time to 
market is reduced due to enhancement in 
modules through use of Java code, XML, 
JSP, HTML, C++ in objected oriented 
style. The service bundling and templet 
creation has enhanced the functionality as it 
requires less time for enabling different 
components in a network and easy to 
manage for an operator. A user in a single 
sign-in can have access to different 
components from where he can trigger 
various operations like modify, delete, 
request new service, change network, 
reporting functionality and tracking things 
in real-time. At network elements different 
operations can be performed using network 
interface in real time like port creation, 
profile assignment or 
activation/deactivation of ports. Similarly 
provisioning system has the capabilities to 
perform various operations at database 
level like insertion, updating or deleting of 
user account.  
 
2.1.1 Use of Provisioning System 
 
In service provider network operational 
support system plays a vital role in 
automation of services. The simple 
provisioning also, represented in 
Figure.2.2, includes. 
 

• Commissioning of DSLAM/MSAG 
• Creating a Port Plan 
• Vetting Port plan before adding to 

inventory  
• Loading vetted port plan to OSS 

inventory 
• Provision of services at NE level 

and user’s creation at AAA level 

 

 
Figure.2.2: OSS steps for automatic 

provisioning 
 
Provisioning system is helpful to obtain the 
information about network element total 
installed base. It gives information for 
already running network elements, models, 
vendor type, number of frame, slot, ports 
and state of ports. On the basis of available 
inventory different data can be filtered like 
available cards on each network element, 
total number of ports available on the card, 
used ports and not user ports. At the time of 
commissioning of a new site the port plan 
is created on the basis of available ports and 
physical installed subscriber’s cards. The 
port plan is vetting before loaded 
information to the inventory management 
system. Initially in the loaded port plan, the 
ports are not occupied and are free or spare. 
Once the provisioning is stated the port 
status is updated at provision end from free 
to occupied for ports on which new 
customers are provisioned (Port allocation 
process). Once the port is occupied it is now 
not in spare state and provision inventory is 
automatically updated at the time port is 
reserved by a system. The provisioning 
inventory keeps on updating itself on the 
basis of allocation, removal of ports, 
blocking of faulty ports and temporary 
suspending of ports. 
 
The provisioning system performs many 
operations on a subscriber. It initiates a 
change request (CR) and an update is sent 
to the respective NE and also to the 
database. If addition of a new customer is 
required, the provisioning system first 
allocate the resources to a customer from 
resource inventory of provisioning system 
and the system selects the network element 
on which the customer will be provisioned. 
The provisioning system established a 
connection to the NMS of the respective 
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vendor and configures the port, in parallel 
the customer creation information is sent to 
the external database by the provisioning 
system to create a new customer in the 
database. 
  
2.3 Use of External Database 
 
The provisioning system uses the external 
database to create, delete, suspend or 
resume the provisioned customer. This 
information is written to the authentication 
table which is used by RADIUS servers at 
the time of authentication requests. The 
RADIUS server connects the external 
database through a configuration file 
available on RADIUS server using 
connection interface and call a specific 
procedure. The authentication procedures 
are maintained in the external database and 
when they are called they perform different 
checklists by accessing different tables of 
the DB. If the procedure is executed 
successfully response is sent back to the 
RADIUS server on the basis of this 
response RADIUS servers either accept or 
reject the requests. If a subscriber is 
temporary closed the provision system send 
a request to external database to change the 
status of user from enable to disable (1 to 
0). The external database authentication 
table is linked to the provisioning system so 
that both system remained in sync. 
 
The external database is also used to record 
different type of accounting information for 
all the subscribers provisioned in the 
database. This information is sent to 
external database by RADIUS servers. The 
accounting information is stored in the 
accounting tables. The RADIUS severs 
configuration files manages different type 
of accountings for external database (how 
to send different type of accountings to 
different tables created in the external 
database) 
 
The external database is also used to 
calculate the exact number of ports in 
service. Using external database also helps 

to cater and overcome card capacity issues. 
The card either has 32 to 74 ports and on 
each port one PPPoE session can be 
established. If the actual number of ports in 
service are known the threshold proposed 
by Zych [1] can be easily enhanced. 
 
2.4 Business Intelligence and In-
memory analytics 
 
The integration of BI with other system 
itself important to achieve success for 
business intelligence. Using BI capabilities 
for decision making enables an 
organization to gain benefit from its BI 
investment. [20]. BI has the ability to 
accurately deliver information to the users 
which enables the organizations to increase 
business and achieve business liveliness. A 
separate analytical data warehouse can 
accept data in real time from different 
systems in a database which also has the 
capabilities of analytics in virtually real 
time. In memory systems are easy to use, 
present efficient reports and help users in 
timely decision making. It also has 
analytical database that is capable of taking 
useful information from operational 
database and applying analytics using it.  
 
The real-time queries required to be 
executed against up-to-date subscriber data 
based on which instant reports are created. 
The interactive dashboards and to carry out 
spontaneous jobs low response time and 
rapid results are desirable. This has been 
made possible by using in-memory 
analytics [21]. Real time access of BI to an 
enterprise for everyone in important that 
can be inserted in many business systems. 
It has also growth potential whereas 
Microsoft has clear policy of driving 
business intelligence in their office suite. 
Recently live business intelligence has 
changed reporting to transport data-intense, 
real time analytics for BI functions in a 
growing enterprise. Therefore, BI is 
considered as a unified data and analytics 
platform that present quality and predictive 
analytics in real-time. The use of BI 
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technology is very common in different 
enterprises as it has use for manufacturing, 
retail, financial services and 
telecommunication sector. The data on the 
basis of BI performs analysis can be 
gathered from different sources that are 
reconciled. 
 

 
 

Figure.2.3: BI real time analytics 
 
 
 
2.5 Big Data Platform 
 
Data lake has enabled organizations to a 
magnitude that they can now store data in 
much bigger diversity and size without 
having to care about database schema. In 
addition, it has changed the way 
organizations used to derive their insights.  
Data lake provides the company an added 
advantage since the central repository holds 
the capability to contain any type of data be 
it structured or non-structured, therefore 
enables one from the worry of schema 
design. Since data lake has the ability to 
hold any type of data, so it enriches operator 
to perform advanced analytics (machine 
learning, predictive analysis) in addition to 
uncovering insights from historic data. 
 
DEEP LEARNING 
 
3.1 Challenges in Broadband Services 
 
Broadband services when disconnected are 
challenging to diagnose. The disconnection 
in the connectivity means that there will be 
no data communication on the broadband 
line. The network device terminating at the 
network side of a DSL connection may be a 
DSLAM, OLT, MSAG or Access Node. 
Due to several reasons, the broadband 
connection is unable to communicate to the 
network management device that could be 
due to physical cable break in the cable on 

which the broadband connection 
communicates, malfunction of the CPE or 
any type of wrong configurations [5]. 
 
3.2 Type of DSL technologies 
 
The DSL or xDSL technologies provide 
transmission of digital data over the wires 
of the telephone network. There are various 
xDSL technologies used in an ISP for the 
purpose of extending high speed internet 
services to the customers. Some of the 
common used xDSL technologies are 
ADSL G.992.1, ADSL2plus G.992.5, 
VDSL2 G.993.2, vectored VDSL2 
G.993.2/G.993.5. The ADSL2plus supports 
up to 16Mbit/s whereas vectored VDSL2 
can provide 100Mbit/s. [6] 
 
3.3 Passive Monitoring 
 
There is another US Patent [7] who has 
proposed a monitoring solution for a huge 
network. The solution is based on the 
passive monitoring for network issues. For 
the network to be monitored initially 
network taps being placed for replicating 
traffic to a switch and tire 2 switches 
analysis computing devices. It analyzes 
frames and used statistics to resolve issue 
by removing additional flow table entries if 
required. This solution is related to layer-2 
based monitoring and no monitoring is 
carried out at the upper layer of the 
network. 
 
3.4 Monitoring a resource remotely 
 
There was another patent [8] who presented 
a method and tool for the purpose of fault 
detecting in a network. It considers network 
termination device that helps in pointing 
out the problem in the portion of the link 
between device and BRAS which can 
include the copper lines too. It may collect 
a statically significant sample of customers 
CPE and remotely monitor its connectivity 
during defined intervals and find out 
average level of connectivity. It applies 
rules to interpret variations and if any 
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variations are found it determine the fault 
location from the physical and logical 
network topology. It also prompts alert and 
resolves the fault. This proposed solution is 
limited to CPE fault management and it 
does not cover overall monitoring. 
Whereas, the applied algorithm in this work 
has the visibility of all the behaviors of 
CPEs and it can also be deployed for 
monitoring connectivity variation for any 
CPE using the CPE Mac-Address which is 
also available in the accounting logs stored 
in the external database. 
 
 
3.5 Monitoring quality of a DSL Line 
 
To determine the quality of digital 
subscriber, line another US patent [9] 
proposed a method for management of 
DSL. The signal to noise ratio is 
continuously measured for a DSL line by 
comparing it to the SNR margin of a better 
lines. If the line SNR is low, the line test is 
initiated in the electrical domain and for 
improved method where atmospheric 
moisture level can be measured used 
moisture level sensors. The quality of line 
good or bad can also be measured using the 
model applied in my research work. The 
users which are disconnected more 
frequently may fall under the line related 
issues on which further analysis can be 
down using the RADIUS accounting logs 
available in real time to different systems 
that are responsible for taking data in the 
real time and analyze them. 
 
3.6 Challenges for RADIUS logs 

monitoring 
 
The network traffic has increased over the 
past and the latest network devices are 
comparatively more complex from old 
devices. A network generation tool is useful 
for testing in-line networking devices. It is 
useful to find out the traffic behavior but 
control for traffic generation is very 
challenging [4]. Applying extra processing 
like fetching accounting logs in run-time 

from RADIUS server when it has to process 
millions of transactions per day may result 
into performance issues due to exponential 
growth in traffic on daily basis. In this 
research work it has been handled through 
performing all such processing out of the 
RADIUS servers instead of any processing 
directly on the servers. 
  
3.7 Security of RADIUS Protocol 
 
RADIUS protocol has strong authentication 
scheme that enables centralized 
authentication, authorization and 
accounting for all users who want to 
connect and user network services. Unique 
encryption for every single session is 
applied that prevents other users for gaining 
access to sensitive information. Each client 
can be effortlessly unauthorized if the 
unique encryption key is updated or 
regenerated. It protects the users from 
accessing the network and also secures the 
user access to other security keys of 
different clients. Different type of network 
permissions like firewall polices, quality of 
service or any kind of scheduling can be 
associated to user profiles on the bases of 
their identities. [10]   
 
3.8 Model for existing Network 

Monitoring 
 
To increase the revenue based on services 
extended to the customers from different 
solution used by a telecommunication 
operator in the era of close competition 
more efforts are required for increasing the 
satisfaction level and their loyalty. [11] 
 
The author [12] focuses on the existing 
network monitoring. The network 
management operation phase consists of 
design, development and monitoring phase. 
It emphasizes on technologies for network 
monitoring that are further classified in to 
five different categories. The data is 
growing with the growth in the network due 
to this reason more struggles required for 
enhancing monitoring. Measurements and 
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configuration are presented in a way that 
monitoring operations gathered current 
statistics in order to deduce the existing 
behavior of a network. Any change in the 
configurations is carried out by design 
operations whereas the deployment 
operations is responsible for implementing 
the planned changes in the network. The 
monitoring operations is responsible to 
observe that the behavior is same as 
expected and it does not change. 

 
Figure.3.1: Different phases for network 

management 
 

Further the monitoring operation uses a 
model for the purpose of knowing the state 
of network, troubleshooting and future 
planning. The proposed work in the paper 
is more focused on the network layer based 
monitoring, while the solution discussed in 
my research work is capable to point-out 
any issues with specific network device and 
alarm may be triggered in the case the client 
stops sending requests or triggered huge 
disconnections. 
 
There is another monitoring solution 
presented, as due to busy life continuously 
monitoring a resource by user himself is not 
possible for this reason alert triggering 
through SMS is the more convenient 
option. The information stored in 
embedded Webserver generates a message 
to the client or triggered an alert and the 
data to the client is accessible in real time. 
[13] 
 
3.9 PPP session based Monitoring using 

a Management device 
 
A US patent [14] worked on the collection 
of data for a PPP session where the 

measuring device is configured to 
automatically establish a PPP session with 
the BRAS and the RADIUS server. The 
collection of data for a PPP session is from 
the RADIUS server. The management 
device is placed in the central office on a 
port of DSALM and it connects 
automatically a PPP session on the BRAS. 
Using the RADIUS server accounting logs, 
the session time start, information is 
collected by the data collector at the NOC 
and aggregates RADIUS data for the 
purpose of checking network connectivity. 
The research work is more focused on the 
monitoring of the network element itself 
instead of digging inside of the access 
elements specific issues related to cards or 
ports. In my opinion, it is also one of the 
close research being carried out for 
monitoring state of PPP session using 
RADIUS servers but it may lack the 
phenomena of using accounting causes and 
correlation of data that is covered in my 
research work.  
 
3.10 Use of Dynamic Line 

Management 
 
There is another US patent [15] he used a 
management device like dynamic line 
management (DLM) that is responsible for 
collecting data from end devices and device 
like DSLAMs/MSAGs. The DLM profiles 
contains set of values for different 
parameters linked with the data connection. 
Applying DLM profile to a connection is 
dependent on monitored data output and 
pre-defined profiles parameters values and 
this implementation of new profiles is 
automated using the provisioning system. 
This solution is more inclined to fixing the 
problematic lines but is not capable to tell 
the duration of faults and how many times 
it has occurred. It may be limited in the case 
the services on the ports are down or in the 
case of frequent card reset issues. This 
limitation is covered in my research work 
and OSS data is used more efficiently for 
the purpose of knowing exact statistics of a 
network resource and applying correlation 
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of data from different sources for 
monitoring more problems that are not 
covered but independent solutions. 
 
SYSTEM MODEL 
 
The model proposed here is developed 
through integrations of different systems 
including the provisioning system (OSS), 
RADIUS servers, External database (DB) 
and Business intelligence (BI) system. This 
system model is used to address all 
limitations in previous work by Zych[1]. 
The model also addressed the performance 
issues on RADIUS servers in the case of 
high load and enhance the efficiency of 
fault detection through external systems in 
real time. 
 
4.1 Systems involved in Monitoring 
 
The total card capacity for network 
elements in a network is not known. 
Generally, card has ports between 16 to 74 
and till now no one has addressed the card 
capacity problem and mechanism to figure 
out used ports or free ports. The 
provisioning system used here is helpful in 
automation of different tasks for any 
service provider. One of the essential part 
of provision system is building its own 
inventory. When any new network element 
is provisioned, the inventory is updated 
accordingly and service provisioning 
modules can be used from single system to 
carry out automated provisioning on all the 
available network elements in the network. 
The Figure.4.1 shows basis integration 
elements for fault detection and performing 
analytics. 
  

 
 

Figure.4.1: Proposed model for efficient 
monitoring using RADIUS feed 

 
The flow in Figure.4.2 explain how a new 
provisioning takes place on a network 

element and whose domains are involved in 
the process of auto provisioning. The 
provisioning mechanism explained in 
below figure tells how the flow is 
dependent on different domains and to 
achieve automation of network elements 
the process starts from the commissioning 
of any new site it includes verification 
process by business team, loading of port 
plan, updating port inventory, creating a 
new NE group and updating interconnected 
systems. 
 

 
 
Figure.4.2: Auto-provisioning flow for an 

ISP 
 
Initially, to commission a new NE, the port 
plan is prepared. The port plan contains 
some important information like; 
 

• Unique IP Address of the NE 
• Frame information of 

MSAG/DSLAM (Logical card 
information) 

• Slot information of 
MSAG/DSLAM (Physical/Logical 
card information) 

• Port of the MSAG/DSALM 
(Physical/Logical card information) 

• Tag-in/Tag-out (Physical 
information about patching) 

• Status of all ports 
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Figure.4.3: OSS sample port plan 

 
The port plan is the first step for any new 
site, once the port plan is prepared and 
vetted, it is loaded to the inventory system. 
When the port plan is added to the 
inventory, the state of all ports are flagged 
as SPARE. The updated inventory is visible 
to exchanges on the basis of which the port 
allocation to a customer is carried out. If 
any port is assigned to the customer, its 
status is also updated in inventory and on 
the graphical interface which is being used 
for port assignment at exchange level. The 
provisioning system is capable of splitting 
one request into multiple tasks and then 
executing them on one or several network 
elements. Service provisioning information 
is used to get the card capacity, occupied 
ports per card and other state of ports.  
 
4.2 RADIUS server Applied Model 
 
The RADIUS servers used for the purpose 
of sending the accounting information to 
the external database. The RADIUS servers 
process all the incoming requests for the 
RADIUS clients referred to as BRAS in 
internet service provider network. AVP 
[16] and VSA [16] are treated to write the 
accounting information into the database. 
The Figure.4.4 explains the basic model for 
integration of RADIUS servers in a 
network and how the clients are connected 
to RADIUS server. The RADIUS server on 
the one side connects to the client and on 
the other side, it is connected to the external 
database. The request initiated by CPE 
reached BRAS through network element 
(DSLAM) and BRAS further distributes the 
requests on different RADIUS servers. The 
RADIUS servers process all the requests 
and records all logs in the external database. 

 
Figure.4.4: RADIUS connectivity diagram 

with external database 
 
The method proposed here does not need 
any change or update to the standard 
network level configuration and 
architectural used for PPPOE based 
authentication. In mostly ISP the common 
protocol use at access side is PPP which is 
the same in my case. At customer side 
xDSL supported modems are used and they 
have direct connectivity to the BRAS using 
PPP. The PPP session remained established 
when CPI and BRAS are communicating 
on the basis of echo packets that are 
exchanged after some defined interval 
between both the devices. Usually, if within 
three minutes, echo packets are not 
received the established session cannot 
continue and is disconnected [1]. CPE is 
configured to send authentication 
credentials to the BRAS and BRAS asks the 
RADIUS server to authenticate user. The 
RADIUS server is configured for 
authentication, authorization and 
accounting (AAA) for all the incoming 
requests. The requests are further triggered 
to the external DB instead of generating any 
accounting on RADIUS servers. One of the 
important reasons external database is used 
is that if all types of accounting like 
(START, STOP and INTERIM) are 
enabled on the BRAS the processing of 
accounting on RADIUS server take more 
time and usually we run into space issues 
on the server whereas on external database 
there is no constraint with respect to space. 
Secondly, if any query is executed on 
external database it has zero impact on the 
RADIUS server.  
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The solution proposed by Zych [1] 
discussed two algorithms of thresholds, the 
first threshold is to determine the capacity 
of card which in our case is carried out by 
using information from the provisioning 
system whereas the second threshold is 
directly on the RADIUS server which in 
author opinion is not the preferred way 
when traffic load is high (millions of 
transactions per day) performing any 
filtering in raw accounting files of RADIUS 
servers (which are not indexed) usually take 
more time in extracting information and the 
output is very slow. The accounting sent to 
some external database is the preferred 
option. The output of searching any record 
from external database is 3 times faster than 
searching in the RADUIS server logs files. 
The BI system can also get the feed for 
RADIUS accounting from external 
database and correlate set of data obtained 
from different system to diagnose a 
problem and create incidents.  
 
4.3 RADIUS Attributes used for 

classification 
 
The incoming requests from BRAS 
generally known as Access-Request. The 
Access-Request contains several important 
attributes that are either attribute-value-
pairs or vendor-specific-attributes as 
already discussed. The mapping of these 
attributes are carried out on the RADIUS 
server. The RADIUS server forwards the 
incoming requests toward the external 
database on which specific procedures 
resides. The RADIUS server established 
the connection with the external DB and 
triggers the procedure from its 
configuration script. The below Figure.4.5 
shows a configuration file on a RADIUS 
server, when there is any incoming request 
on the RADIUS server from the BRAS and 
this file is called the RADIUS server 
connected the external database using 
connect parameter and runs a procedure in 
the external database (PROCEDURE1). 
The parameters of the incoming packets are 

passed to the external database through 
input parameters (%name!i) and output 
parameters (@Framed-Ip-Address!o) are 
received by RADIUS servers 
 

 
Figure.4.5: Sample file for connecting 

external database 
4.4 Recording accounting in External 

Database 
 
Similarly, the accounting information 
received from BRAS is directed to the 
external database using different attributes 
[16]. The proxy file on radius server is 
being used to map the incoming requests to 
different authentication and accounting 
methods. The accounting sent to the 
external database using RADIUS servers is 
of type START, STOP and INTERIM. 
Further, STOP accounting data is used for 
testing and stats gathering discussed below 
in result section. The accounting request 
initiated by BRAS is distinguished on the 
basis of value received in the attribute Acct-
Status-Type [16]. When the value of this 
attribute is 2, it is considered as the stop of 
a running session is received and now the 
session disconnected. Such kind of 
incidents used to extract the results. There 
are also other important values received in 
other attributes on the basis of which 
filtering mechanism can be narrowed down 
and used in getting results. The information 
of the access device is received from BRAS 
in an attribute called Nas-Port-Id [16]. This 
attribute contains a string in which the 
unique IP-Address of each side is present 
and it also has the information about the 
frame, slot and port of each customer for 
which a PPPoE session was initiated. 
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Figure.4.6: RADIUS Accounting written 

to Database 
 
The accounting information is continuously 
written to the database in different tables as 
per Figure.4.6. The integrated system 
processes the accounting information for 
the purpose of billing, offline analysis. The 
business intelligence system is included to 
analyze the data in real-time. 
 
4.5 Inclusion of BI for real-time analysis 
 
BI platform proposed is to forward the 
accounting information in real-time. It is 
capable to collect, integrate, analyze and 
present any raw data for the purpose of 
creating insight and useful real-time 
reporting on the basis of which action can 
be taken more efficiently. In the process of 
data analysis BI platform can discover 
useful information through structured or 
un-structured data. It can perform 
descriptive analytics, diagnostic analytics, 
predictive analytics or prescriptive 
analytics using the raw data as represented 
in Figure.4.7. 

 
Figure.4.7: Type of analytics BI can 

perform 
 It may contain Ad-hoc query tool, Report 
writers, End-user applications, 
Modeling/mining tools and virtualization 
tool. The use of BI analytics enables an 
operator to view different reports on the 
dashboard. The reporting mechanism for an 
ISP is mentioned below. 

 

 
Figure.4-8: Sample dashboard report using 

BI for analytics 
 
The Figure.4.8 shows sample dashboard 
report created using different dataset 
available in the BI system. The BI system 
gets data from different source systems and 
performs real time analysis through 
correlation of data sets to find out reasons 
to the problem and suggesting action need 
to addressed any issue.  
 
4.6 Latest Techniques in Network 

Monitoring 
 
According to author [22] to achieve 
productivity, better service quality based on 
QOS and high speed broadband services 
play vital role. Patterns and trends analysis 
of different service providers broadband 
speed were taken into consideration. TX 
and RX speed were recoded and analyzed. 
Software used for achieving this goal the 
author had used Solarwinds Orion product 
and using Matlab 2016a different tests were 
performed that included cumulative 
distribution and probability density 
function, variance monitoring tests, 
regression and correlation analysis and 
descriptive methods. The purpose was to 
figure out the optimal network latency for 
placement of high speed services in 
network. The extracted data is further 
organized and presented in the form of 
tables, charts and represented graphically. 
 
SDN are globally adopted [23-26] and now 
a day work is being carried out for different 
type of networks like software defined 
network using big data analysis techniques. 
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Conventional network monitoring systems 
are not enough to meet data storing and 
real-time analytics requirement. Netflow 
based on big data as a monitoring object 
ensure four functions. Filebeat is used to 
collect Netflow and ensure reliable transfer 
of data in real-time on the basis of Logstash 
whereas the data is stored in ElasticSearch 
and data is analyzed and showed in real-
time using Kabana. SDN enables separating 
control plan from the data plan by fixing the 
limitation within the current network. The 
intelligence is shifted to a controller which 
then copes with all different devices present 
in the data plan. Traffic engineering is used 
to monitor different network parameters. 
Monitoring of bandwidth is one of the 
important parameters among others. The 
counter maintenance is one of the key 
element for network devices and it is 
updated for every packet passing through 
the device like a switch and openFlow 
protocol was being used as it tracks record 
of different counters maintained within a 
specific device. Big data is real time 
monitoring technique which gathers the 
information about different counters and 
also has the capabilities for processing 
different counters. The proposed method 
focused on monitoring resources such as 
switch port, flow entries and flow tables 
and limited to layer two and layer three 
based monitoring. The security within a 
network is very essential for which solid 
approach is needed for access control and 
authenticating different devices. Whereas 
the scope of this research is to perform 
monitoring beyond layer two and layer 
three using Application layer protocol and 
also cater security features required for 
controlling any illegal access to resources. 
Failure in a broadband network are keep on 
increasing [27] the author viewed areas 
where the probability of fault exists and had 
suggested an approach based on recursive 
neural network for long team and short term 
prediction. It was proposed that for telecom 
operator’s inclusion of prediction methods 
is important for their strategy and 
management of proper network. The model 

proposed on the basis of neural network 
according to the author is prediction model 
that is well trained and data fed is 
appropriate, it supports in operation 
maintenance and proper workflow 
assignments. The factors taken into 
considerations with respect to network 
were NE outages, previous failures 
appeared in the network almost for one 
week and different network conditions such 
as weather conditions or network planned 
activities. Filtering of inaccurate data was 
also suggested before it was trained or used 
as input. Whereas, scope of this research is 
not limited to data sets available in the 
database but are used to perform analytics. 
Conventional digital subscriber line (DSL) 
technologies are capable for high 
bandwidth for data communication and is 
broadly used. DSLAM have connection 
from many customers that are aggregated 
on single and high capacity connection [28- 
29]. Another author proposed a broadband 
diagnostics system that has the ability to 
gather information, store data and use 
historical data for comparison purpose to 
existing network elements [30]. It is limited 
to monitoring software based broadband at 
customer premises whereas proposed 
solution in this research is not limited to 
CPE as technique proposed here can 
monitor different issues that appears in the 
network.  
 
There was another author [31] who 
unveiled methods for bandwidth related 
issues using network traffic monitoring and 
assessing load in the network, also 
reporting were carried out for utilized 
traffic and how the bandwidth can be 
reserved was also explored. The congestion 
in the network directly affect the 
performance and slow down processing. 
Quality of service is also one of the 
important parameter [32] considering 
private enterprise network and public 
broadband services. Different type of traffic 
requires different QoS and this traffic 
prioritization is important as some 
applications are bandwidth hungry and if 
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QoS is not implemented the desired 
performance cannot be achieved. 
Performance level are associated to 
required bit rate, network delays, jitter and 
packet drops as they are important 
parameters for an application to operate at 
desired level. Real time streaming like 
VOIP, online gaming and IPTV services 
are very sensitive to delays and required 
fixed bandwidth. For good performance in 
broadband network different protocols and 
services are offered which supports QoS. 
MPLS is one of the example which route 
data from one network node to another 
based on shortest path labels instead on 
adopting other paths [32]. The proposed 
model in this research work will not 
absolute the above monitoring technique 
but it may be helpful in finding out QoS 
against any single customer using 
accounting logs like interim update and 
through frequent disconnection.  
 
There was another model proposed by 
author [33]. An alternative path used for 
fault rectification and diagnostics of 
customer premises equipment (CPE) when 
there is a physical breakdown of cable or 
electrical impairment in the broadband 
service or CPE is functioning abruptly and 
cases where CPE is not configured 
properly. The alternative communicate 
device is placed at customer premises that 
provides diagnostics and configuration 
information about the defected CPE like 
gateway issue, network at premises and 
broadband network elements status. The 
proposed solution requires additional 
devices to be placed at customer premises 
and address the issues specific to access 
side of the network whereas method or 
approach used in this work is not limited to 
access side. Using the applied algorithm 
and accounting statistics may help an 
operator to use different reports to check 
how long a user services are interrupted and 
which type of issue being faced at the 
customer end. 
 

Recently cloud services are offered for 
enhancement of broadband experience. The 
broadband services being controlled using 
different approaches discussed by another 
author [34]. According to the author, the 
process contains gathering user’s behavior 
information, usage information and 
physical layer data linked to broadband. 
Further the collected information was 
analyzed so that if statistics are fine 
different services can be offered to the 
customer like service profile enhancement. 
The LAN and WAN performance statistics 
were not centrally investigated, the 
proposed method had not addressed the 
contextual information but helps in 
determining the bandwidth requirement of 
a customer. The solution suggested to place 
a downloadable agent inside LAN, this 
agent collects the information for cloud and 
further this data was sent using WAN 
services over cloud for further analysis. The 
higher throughput of broadband connection 
is linked to different broadband service 
offering like OTT (Over The Top). The 
proposed solution in this research work 
may also be used for bandwidth 
enhancement and offering new services to 
the customer on the basis of line quality 
analysis and stability checks. User’s having 
good line experience very less 
disconnection and high download rate 
based on subscribed package. 
 
Based on broadband service usage [35] a 
solution was proposed. The purpose was to 
analyze LAN and WAN performance 
through a central location. The information 
can be topology, geographical, network 
usage package, network quality, throughput 
linked, and behavior of network usage. On 
the basis of loop length operators decide the 
service products for a customer, whereas 
this method is not recommended for 
manually and physical fixing services 
related issue. The expressions designate a 
SR for upgrade and downgrade approvals 
using current and historical services 
condition information. Network 
performance mention throughput 
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(TCP/UDP), jitters, connectivity status, 
error rates, power (transmit/receive) rate 
etc. Increasing above parameters enhance 
the efficiency of the communication 
systems. The applied method in this work is 
helpful in finding out the disconnections 
reasons for any user and may be used as 
method for offering different services to 
customers having stable connections and 
configured on high bandwidth packages 
and is an efficient way to enhance the 
revenue. 
 
One similar research was carried out by 
author [36] on assigning initial profile to a 
CPE that is closed to the supported level 
(based on line, pair condition). Appling 
default profiles to new customers may 
resulted in frequent disconnection and 
instable services. A controlled look 
feedback mechanism basically is deployed 
in dynamic line management ( DLM). In 
this process the profile applied on the line 
is based on the condition or according to 
scheduled operation criteria and operation 
of line is monitored time to time and based 
on that line rates are adjusted accordingly 
to avoid any frequent disconnections at 
customer end. The scheduled operation 
criteria are based on balancing stability of a 
connection through analyzed number of 
errors, reconnection behavior of a line, 
performance parameters analysis that is 
based on bandwidth, data rate and deleys. 
The modem is placed at the network side (i-
e within aggregation device) DSLAM. At 
DSLAM signals from different modems are 
received and are multiplexed onto a single 
backhaul data connection to next 
aggregation point which may be some 
router/BRAS. DLM is one of the latest 
approach being deployed for monitoring 
the line quality and applying customized 
profiles to avoid any kind of disconnection 
but the approach discussed here in the 
research work may still be helpful in 
checking issues where resync frequency or 
disconnection is very high and on such 
cases changes are made on any new or old 
customer connection. Changing profile at 

access side also requires to implement and 
change package at AAA side, as both work 
at same time. If package at AAA is higher 
but profile is low the customer services will 
be restricted to less speed, similarly if 
profile is high at access side but package is 
low at AAA side customer will still face 
speed issues. In mostly networks profiles 
are pushed from AAA in response to 
ACCESS-REQUEST from BRASes. 
 
In another model [37] author had proposed 
a method for monitoring and detecting fault 
between a device and broadband remote 
access server (BRAS). Statically significant 
samples of CPE of a S-VLAN were 
collected and monitored over a 
predetermined time period. Average 
number of CPE connected for each period 
was determined and connectivity model 
generated. Rules were imposed based on 
the variation in connectivity, if any fault 
situation was pointed out with the help of 
logical and physical topology of network 
fault location was found, based on it the 
rectification method was applied. The 
method discussed above can be one of the 
approach used for monitoring fault based 
on S-VLAN but on the other hand this 
approach may complex the monitoring and 
fault detection process due to lack of 
centralized database and historical 
information. The method discussed in this 
research work is more efficient in author 
opinion due to availability of historical and 
current data, also information of each site 
can be find using NAS-PORT-ID 
information available in the RADIUS 
request. In network mostly DSLAMs are 
configured to send circuit-id and option-82 
information to AAA servers which may be 
used to find location from where user is 
sending the connection request. 
 
4.7 Implementation 
 
For the purpose of implementation, the 
enterprise provisioning system (OSS) is 
used. The purpose for which, this system is 
added to research work is to fetch the 
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information of all network elements port 
plans. It enables me to get the exact 
capacity for number of cards installed, 
available slots, number of ports and status 
of the ports. A test RADIUS server is 
installed and configured as part of 
enterprise network. Then on the RADIUS 
server mapping is performed to send the 
requests from different vendors towards a 
specific configuration file. The 
configuration file being used contains the 
connection information for the external 
database. For connecting RADIUS server 
to the external database oracle client (OCI) 
is used. The configuration files on the 
RADIUS server are configured to call the 
procedures available on the external 
database. When authentication request 
reached the RADIUS server through the 
BRAS, RADIUS server configuration files 
are called to trigger procedures whereas 
when the accounting request is received, 
the configuration files for accounting on the 
RADIUS server insert the accounting data 
into the external database. The accounting 
data is used to extract the results for bulk 
disconnections on any specific card. The 
capabilities of BI analytics explored and 
made it part of applied design for avoiding 
any production load and performance 
issues on RADIUS servers and external 
database. The external database sends the 
accounting data to BI system through using 
scripts. The data is received by BI system 
in near to real-time. BI perform analytics on 
the data and can generate reports for 
respective teams. On the basis of those 
reports incidents can be created. 
 
4.7.1 Applied Algorithm for detection 

of failures 
 

 
The business analytics system used the 
inventory of provisioning system for the 
purpose of identification of network 
resource provisioned, total number of cards 
on which customers are provisioned, total 
capacity of card it is calculated on the basis 
of issued ports of the card in OSS, it may 
track record for the spare ports and blocked 
ports and update the data on the basis of any 
change or update in the provisioning 
inventory so that the provision inventory 
remained synched with the BI inventory. 
The information about the provisioned 
username on each port of the card of a 
resource can be obtained from provisioning 
system (subjected to the availability of 
information in provisioning system). In this 
algorithm the BI system takes the 
usernames information from the external 
database table. The authentication table 
tells about both the active username and 
inactive username (Inactive usernames are 
those that are temporary closed due to non-
payment or any other reason). The 
preferred way is to get username status 
information too from the provisioning 
system. When provisioning is done through 
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automation all updates to authentication 
tables of external databases are processed 
or triggered from the provision system. 
Once the request of provision system is 
completed successfully it updates the 
provisioning inventory with the latest state 
of the resource (for example if any user has 
to be suspended it is provisioning system 
that initiates the request and update the port 
status Blocked or Closed). When the 
username is suspended in the external 
database the provisioning system in parallel 
also deactivate the port on the resource for 
proper management and getting desired 
results for monitoring. This will also ensure 
that provisioning inventory remained in-
sync with both the resource and database 
inventory. The algorithm applied will not 
perform any computation on the RADIUS 
servers because the logs files created on the 
servers are not structured (raw data). 
Searching from several thousands of rows 
from different RADIUS servers for a 
specific problem is not recommended way 
because there may be several RADIUS 
servers configured for authentication and 
accounting on the BRAS and the BRAS is 
sending requests to them in round-robin. 
This means that for a specific username the 
authentication request can land on any one 
of the RADIUS server whereas its START, 
STOP or INTERIM accounting will be 
processed too from different servers. 
Gathering information from different files 
against one PPPOE session is not possible. 
In such cases where several RADIUS 
servers are configured and traffic load is 
high (millions of transactions per day) the 
external databases (like ORACLE DB) is 
used and in that scenario all the RADIUS 
servers are configured to call authentication 
procedures that are created on the external 
database for PPPOE usernames 
authentication. Once a user is authenticated 
the accounting START, STOP or 
INTERIM is written to their respective 
tables in the DB. The data stored in the 
external database is properly indexed and 
the query response time is much faster than 
searching in RADIUS server’s logs files. In 

high traffic scenario where update-on-
interim is enabled the interim update time 
set on the BRAS is between 30mins to 1hr 
(frequent updates will populate the DB and 
may result in storage issues).  The BI 
systems can be further integrated to the 
database servers for fetching the CDRs in 
real-time that can be further used by the BI 
system for analyzing purpose.  
 
The BI system had complete updated 
information about all the resources in its 
inventory like the number of card installed 
on a specific resource, total number active 
customers on card, total number of 
subscribers sending interim updates. The 
analyzer updates the report for a specific 
resource after an hour on the bases of 
unique sessions Started, Stopped and 
ongoing sessions. When bulk disconnection 
is triggered on a card this information will 
be available in real-time both in the external 
database and BI system. Then BI analyzer 
will check from the stop accounting records 
that if 70-80% of sessions are disconnected 
within period less than five minutes during 
the time interval of 1hr. On confirmation 
that all users on the resource are 
disconnected it will further search in the 
start accounting logs for specific card and 
users to see if any start accounting for 
disconnected users or ports received within 
next 5mins or not (In case the card is 
rebooted / reset all the connected users on 
the card are reset and they will reconnect 
immediately). If no start accounting 
information is received within (5-10 
minutes) against users or ports of the 
resource, then it will be further monitored. 
The algorithm will also check the status of 
ports or users connecting on the adjacent 
card to localize the issue (if this issue is on 
all the cards of the resource or only card 
specific). If the issue is not on the adjacent 
card, then it means that it is not a resource 
level issue. If no start accounting is 
received till the waiting time limit is 
reached (usually set to 10-15 minutes) the 
BI system will create an incident or 
generate an outage report i.e Card Down. It 
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will keep on monitoring the problematic 
resource only till the maximum time is 
exceeded. The algorithm also helps 
operators to keep track on SLA (The time 
incident is created and till it is resolved). 
Due to non-availability of this kind of 
monitoring in an operator network the users 
suffers for several days and SLA breached 
(Cases discussed in Result Section Chapter 
5). 
 
RESULTS AND DISCUSSION 
 

5.1 Generalize Model used for 
Monitoring Mass Failures 

 
Figure.5.1: Model proposed for efficient 

monitoring 
Provisioning system inventory is used to 
find out actual ports density for a specific 
card on which the fault has occurred. Using 
provisioning system, we can obtain exact 
information about ports that are issued to 
the customers and are in use. It also tells us 
about the ports which are not currently 
assigned to any user and currently in spare 
state. Some of the customers on the card are 
in blocked state. The reason for blocked 
ports may be due to non-payment, customer 
request or ports being declared as faulty 
(once ports declared as faulty no new 
customer can be provisioned on that 
specific port).  
 

 
Figure.5.2: OSS port plan status 

information 
 
In the Figure.5.2 Port plan for specific site 
is shown where FRAME correspond to 
physical shelf of the network element, 

SLOT give information about the number 
of cards installed and PORT column 
contains the information about the number 
of ports available on each card. This is 
actually third card of an NE having total 
ports capacity of 32 which means that on 
this card we can provide services to only 32 
customers. Using the OSS inventory the 
information is extracted about the ports 
which are in service (out of 32 ports on 24 
ports customers were provisioned). The 
other ports were either in blocked state or 
spared.  
 
In this case AAA external database is used 
to fetch the User-Name information 
provisioned on this card of the NE and for 
the accounting information RADIUS server 
is used which send accounting to the DB as 
soon it gets an accounting packet form the 
BRAS. The user names can also be easily 
fetched from the OSS inventory and getting 
that from OSS inventory is more 
convenient than getting it from the DB. In 
our case, the AAA external DB is due to 
below mentioned reasons (some of the 
information can be obtained from OSS 
inventory subjected to the availability). 
 

• If user is suspended due in non-
payment the port status in OSS is 
reflected as Issued. It should be in 
blocked state till the user services 
are restored.  

• Using port inventory information of 
OSS and correlating it with the 
information available in the AAA 
external DB it is easy to find out the 
which users are active and which 
are suspended.  
 

 

External 
Database 

Provision 
System 

BI 
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Figure.5.3: Connection status of suspended 
users 

 
The Figure.5.3 shows the status against a 
username suspended in AAA but port 
inventory is showing issued. If a customer 
is deactivated in AAA, the port status 
should also need to be updated in OSS so 
that the capacity of card remained sync in 
BI and during finding out any fault on the 
card correct capacity of card can be 
calculated. 
 
The BRAS sends requests to the RADIUS 
servers for validation of requests using 
User-Name, Password or any other 
attributes. As the RADIUS server receives 
thousands of requests (authentication, 
accounting) per second in our case the 
authentication requests are sent to external 
database for validation because they are 
highly capable to process bulk requests in 
parallel and more efficiently than RADIUS 
servers. The RADIUS server received the 
response from database in case of each 
request. On the basis of that response the 
RADIUS server either Accept or Reject the 
users. This response is also sent back to the 
BRAS which established the PPP session 
for the user. The BRAS sends the 
accounting messages to RADIUS server for 
each individual session established. The 
accounting messages sent by BRAS to 
RADIUS servers are distinguished on the 
bases of RADIUS attribute Acct-Status-
Type value. The Acct-Status-Type value 
when equal to 1 indicates that this is an 
accounting Start message for the session. If 
it sends Acct-Status-Type value equals to 2, 
this means that the session has 
disconnected. Similarly, Acct-Status-Type 
value equals to 3 means that current session 
is in progress and customer is still 
connected but in this accounting message 
the value of resources used by the 
customers are updated. The Acct-Status-
Type value equal to 3 is also known as 
Interim accounting. The interim accounting 
is triggered after a pre-defined interval set 
on the BRAS. In high traffic scenarios it is 

set to 30-minutes or 1-hour. In our case it is 
configured to 30- minutes.  
 
Update-On-Interim may be enabled on the 
RADIUS server when BRAS is configured 
to send the interim updates so that the 
sessions are updated on RADIUS servers 
once the interim accounting is received 
through BRAS. When interim accounting is 
enabled and due to huge value of 
accounting logs it may be impossible to 
store logs on the RADIUS servers and any 
searching using these logs on RADIUS 
servers may results into performance 
issues. Due to this reason such logs are 
forwarded to the external database for easy 
process are avoid any performance 
problems.  
 
Accounting data of RADIUS server is used 
that is sent to the external DB in real time 
for the purpose of gathering statistics about 
the network element on which card issue 
was observed. The stop accounting is used 
information to observe last 10-15days 
trends for customer on that card. It is 
observed that customer disconnection per 
hour is variable as discussed in the 
Figure.5.4 and when there is no 
disconnection during an hour it does not 
means that there is no customer connected 
on the card but this information is obtained 
from interim accounting.  
 

 
Figure.5.4: Everyday connectivity trend on 

a card 
 
5.2  Limitations in previous works 
 
The proposed solution by Zych [1] was 
based on variable thresholds related to the 
capacity of each card. As all the users may 
not be active on the card and threshold 
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based on number of active users is very 
difficult to implement because this option 
requires searching the last interim update 
period at least 6hr or if no interim 
accounting, then it must cover the longest 
allowed duration of a PPP session (24h in 
most networks). Searching this in real time 
within the RADIUS server when 
transactions per day is very high it will 
generate high-load and is difficult to 
implement. It is further proposed by Zych 
[1] solution to such type of monitoring is to 
use hybrid of two thresholds. The first 
threshold fixed for the whole network to 
30-40% of the capacity of smallest card in 
the network due to the reason capacity of 
card is not known and it will reduce the 
searching within the RADIUS logs for PPP 
sessions. Furthermore, it was suggested that 
instead of X% capacity of the smallest card 
it is better to find variable thresholds related 
to the card. This limitation is covered in my 
research work by efficiently finding the 
capacity of users on the card and setting the 
threshold accordingly. 
 
5.3  Resolution to known limitations 
 
In this research work prior limitation with 
respect to capacity of card is addressed. 
Now we know the capacity of card using 
both OSS and External DB. In second 
algorithm of hybrid threshold again the 
searching within the RADIUS history was 
proposed where the algorithm will check 
the more complex threshold of percentage 
of active PPP sessions on the resources. The 
active PPP session varies on the resource 
based on results gathers from external 
database against different cards. The card 
capacity is known in our case and statistics 
of data gathered from monitored resource 
indicates that applying both hybrid 
thresholds as proposed by Zych[1] may not 
point exactly to the problem. Some other 
approach is required to detect issues on card 
where active users on cards are less than 30-
40%. 
 

Let us consider the first threshold as 
proposed by Zych[1] which is fixed for the 
whole network and triggered when 30-40% 
of the capacity of smallest card is met. In 
network elements the smallest card is 16 
ports and largest card may be up-to 64 or 74 
ports. The cards are not fully occupied on 
the network element. In the case of only one 
user active on a card and if the card is 
hanged or become faulty due to some 
reason then the suggested first condition 
(first threshold) will never be satisfied, if 
the first threshold is not met, then the other 
threshold will also not be checked. 
 
Keeping in view those limitations, it is very 
necessary to know the exact capacity of the 
card. Once the capacity of each resource is 
known the threshold can be implemented 
on the bases of issued ports on a specific 
card (other ports are still not allocated to 
any customer and are free in the system). 
The proposed solution here gives 100% of 
accuracy for finding the capacity of each 
card individually for any network element. 
 
The daily trends observed for disconnection 
per hour on the specific card of the resource 
using the accounting information available 
in the external database. Important 
attributes received in the accounting 
messages are inserted in to specific tables 
of the external database. The attribute name 
and the type of values they can be contained 
are defined by RADIUS accounting RFC 
[16]. Initially, the Acct-Status-Type [16] 
attribute is used to filter the data for stop 
accounting. On the bases of stop accounting 
the daily trends for users on the problematic 
card is analyzed.   
 
The card occupancy which is obtained from 
OSS and External DB showed that out of 32 
ports on the problematic card 24 ports are 
in use. Then the data from the accounting 
records available in the external database is 
extracted to verify the number of distinct 
ports that are sending accounting 
information. The last eleven day’s data 
showed that the maximum record ports are 
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below the number of active ports in the OSS 
(The maximum number of ports recorded 
equals 21). The card capacity is easily 
known using the co-relation of OSS and 
External DB (Other ports are issued in OSS 
but customers are suspended on these ports 
due to non-payment/ any other reason). 

 
Figure.5.5: Distinct ports trends on a card 

 
Further the trends for user’s disconnection 
per hour is analyzed (before and after the 
incident).  

 
Figure.5.6: High disconnection of ports on 

a card 
 
The data sets obtained in Figure.5.6 for 
high disconnections within a minute or two 
was checked from last hour accounting 
data. It was observed that two prominent 
reasons due to which customer sessions 
were disconnected were Lost-Carrier and 
NAS-Request. Before the incident around 
14 distinct ports were disconnected in 1-
2minutes and in that specific case the 
recorded cause code was Lost-Carrier. 
Whereas at the incident when card become 
faulty around 17 distinct users were 
disconnected and in this case the cause code 
recorded is NAS-Request referred to 
Figure.5.7. After the incident there were no 
stop accounting not even from a single user 
running on this card, which indicates 
towards an issue or problem with the card. 

 
Figure.5.7: Comparison of connected ports 
before and after incident 
 

 
 

Figure.5.8: Long duration incident (greater 
than one day) 

 
The Figure.5.8 shows the that the fault on 
the card lasted for more than one day. There 
was no accounting stop message for 3rd 
January,2019. The last accounting stop 
messages were recorded between 7am-8am 
on 2nd January. The issue was resolved at 
9am on 4th January. During this duration the 
customers on faulty cards were unable to 
authenticate. If a proper mechanism was in 
placed, it would be resolved with in SLA 
duration (4-6hr).  
 
The accounting information recorded in 
external database is used to extract 
information about the daily trend of interim 
accounting before the incident and at the 
time of the incident. 
 

 
 
Figure.5.9 (a, b, c): Interim accounting per 

hour during and after the incident 
 
The Figure.5.9(a) give information about 
the trends of interim accounting records for 
connected users on the card on 2nd January 
before the card became faulty. All the 
connected users were disconnected and 
their services were interrupted. From deep 
analysis of user data available in the 
database it was found that one user for 
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which accounting was recorded in interim 
accounting table was actually a shifted case 
to another card due to which the accounting 
for only one user was recorded in interim 
accounting Figure.5.9(b). This case will not 
appear in the search if the ports information 
is recorded in the interim accounting.  
 

 
Figure.5.10: Interim accounting record for 

user before incident 
 
The Figure.5.10 is the last interim update 
for the user for which accounting was 
coming after the whole card was failed 
(usually not happen if filtering criteria is set 
to consider port). This also indicates the 
user last interim update for already 
connected session was updated at 7am 
(before the incident). At the time of incident 
this user services were affected too.  
 
The Figure.5.11 give information about the 
start and stop time for user sessions and also 
update about the port used during the 
session. 
 

 
Figure.5.11: Start and stop accounting for 

user (services shifted to another card) 
 
The user was disconnected at 7:20am and 
was not able to authenticate for around 
14hrs. The services of this user was shifted 
to another adjacent card for restoration of 
the services for this specific user but other 
users on the faulty card were not restored as 
they suffered till the card problem is 
attended. In the case of bulk disconnection 
at card level the proposed solution in this 
research work can efficiently trace the issue 

using accounting records of external 
database. 
 
Similarly, the card faulty issue which took 
almost 10hrs in restoration. The trends of 
distinct ports disconnected per day is 
represented by Figure.5.12 

 
Figure.5.12: Decline in the port 

disconnection 
 
It can be seen that on 21st January the count 
is very less as compared to previous trends. 
The trend is analyzed and it is observed that 
there were no accounting stop messages for 
users connecting to this cards onwards 
4:30pm on 20th January. The accounting 
started at around 4am on 21st January which 
points towards an issue on the card. The 
restoration of this issue also takes more 
time than the expected time of recovery. 
During this duration, all customers trying to 
avail the service suffered. Sometime such 
kind of issues are too not noticeable by the 
customer until they prolong to several days 
(like the one explained in previous case).  
 
The solution to this problem in author 
opinion is enable all types of accounting on 
the RADIUS servers and sent accounting 
information in real time to the external 
database and Business intelligence system 
as searching from the raw logs of RADIUS 
server is not recommended as it creates load 
on the severs when there are millions of 
transactions per day. The External database 
is excellent source for stats gathering and 
querying from historical data. Similarly, the 
BI platform takes the data from external 
databases in real time, do correlation based 
on historical and real-time data. 
  

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 10, Issue 7, July-2019                                                           1572 
ISSN 2229-5518  

IJSER © 2019 
http://www.ijser.org 

5.4  Over-heating of card issue detection: 
 
In different kinds of vendor devices, the 
behavior of subscribers running on the 
problematic card is different. In the case of 
Huawei/Alcatel due to raise in the 
temperature within the network element 
ports of card got shutdown and due to this 
reason all connected users on the card are 
immediately disconnected. Similarly, the 
behavior of ZTE cards are different where 
connected users faced frequent 
disconnections due to high temperature 
threshold. If this issue is not noticed, the 
subscribers keep on suffering for long 
duration or until the temperature comes to 
normal range. 

 
Figure.5.13: Status of cards on A DSLAM 
 
The 9th card total capacity is obtained from 
the OSS provisioning system. The total 
ports on the 9th card were 48-ports out of 
which 29 ports were issued. The external 
database used to first find out the User-
Name associated each provisioned port of 
this card. 
 

 
 

Figure.5.14: Card capacity estimation 
using OSS information 

 
The User-Name information stored in 
external database gives the exact picture 
about the total number of users active for 
this card and users that are suspended or 

temporary closed. It is found that out of 29 
ports issued through OSS the active users 
were 25 in the database while other 4 users 
were in suspended state. This means that 
from the suspended port no requests will be 
entertained by AAA server during the phase 
of authentication and there will be no 
accounting too if used requests failed at the 
time of authentication request. The best 
approach is to update the status of ports in 
OSS liked instead of showing them as 
issued it should be something like 
blocked/temporary closed.  
 
Once active user’s information is available, 
the accounting trends based on the ports 
and usernames on the external database 
using different SQL queries is observed. 
From reviewing the logs, it was noticed that 
there was no accounting record in database 
against subscribers provisioned on that card 
on 30th January 2019 between 10:34am till 
13:17pm. The outage recorded is between 
2-3hrs and during this outage all the 
customers were unable to avail any kind of 
services. The disconnection trends for last 
10 days is also discussed in Figure.5.15 

 
Figure.5.15: Last 10-days disconnection 

trends 
 
The low disconnection does not indicate 
that total number of connected users on the 
card. To obtain all the users against the 
allocated ports of OSS accounting tables 
information of database is analyzed. From 
accounting start/stop records the users can 
be fetched easily (if username information 
is not available in OSS but the best option 
is to have this information too in OSS). 
Furthermore, these users are used to filter 
and see the behavior of interim accounting 
per day against them. It is evident from the 
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trends that where the disconnections (as 
shown in Figure.5.15) is low per day there 
are other users of same card connected 
during the same time and availing the 
services without any interruption. The 
interim accounting trends per hour on 21st 
January (where only one distinct user was 
disconnected) is discussed in Figure.5.16. 

 
Figure.5.16: Interim accounting on a card 

for whole day 
 

The above figure indicates that they are 
continuously availing the services and are 
sending interim updates (set to 30mins or 
1hr where traffic load is high) after a 
predefined time period.  
 
Further it is observed that interim 
accounting based analysis directly on 
radius servers required additional resources 
and is not the recommended way of 
searching data from millions of records. In 
the external database the data is available in 
real time and properly indexed. This 
enhances the capabilities for searching and 
every query is answered within few 
seconds.  
 
A query based on searching for User-Name 
[2] available (correlation of OSS/DB data) 
from the interim accounting table. Due to 
huge number of entries in the table the total 
time taken to complete the search was less 
than 25 minutes.  
 

 
Figure.5.17: Incident where interim 

accounting stopped for users 

 
The above figure.5.17 clearly indicates that 
during the overheating period all the 
connected users got disconnected and no 
interim accounting even for a single user on 
this card is received this surely indicates a 
fault situation for this card. Once the issue 
was resolved the trends become normal. 
5.5  Bulk Disconnection Detection 

 
Figure.5.18: Bulk disconnection within 1-2 

minutes 
 
It is observed that with in one minute 
around 24 distinct users on one card were 
disconnected. The capacity of card is 
known and as per the card capacity 90% 
users were disconnected (29 provisioned 
users – 4 suspended users in database and 
total 25 active users on a card). When the 
users are disconnected this information is 
reflected immediately in the external 
database as RADIUS sever is sending 
accounting information to external 
database. When correct capacity of card is 
known any 30-40% threshold as proposed 
by Zych [1] can be applied for triggering 
algorithm. I have achieved almost 100% 
results by using the interim accounting 
data.  
 
I have done a correlation based on the 
previous hour interim accounting 
information and current disconnections. 
The previous hour interim accounting gave 
me information about the total number of 
connected users on the card before the 
incident. Once the incident is triggered the 
total number of disconnected users (1-
2mins) are compared to the value of interim 
accounting to get the exact percentage of 
users suffered. In this case there were 24 
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distinct users interim record in previous 
hour. There were also 24 users 
disconnected within a minute (100% 
disconnection).  
 
Once this situation has appeared the 
algorithm is triggered and it will initially 
check for the interim accounting record 
within the same time period for the adjacent 
card to ensure that if it is any power outage 
or anything specific happened to the card.  
 

 
Figure.5.19: Status of Interim accounting 

during incident time on adjacent card 
 
The algorithm has detected that with in the 
same duration the interim accounting is 
recorded from same network element but 
the card from the different card. This points 
out an issue locally to the card instead of the 
whole NE. The algorithm further will check 
if the users disconnected on the cards are 
due to card reset or any other reason. In the 
case of card reset usually all the connected 
users on the card got disconnected 
immediately and accounting logs are 
recorded in the external database as bulk 
disconnection triggering on such incidents 
are not required if the disconnecting 
behavior is not repetitive (some time NOC 
persons performs manually operation on 
the card to reset or refresh services). In my 
case, the algorithm will further check for 
accounting start in external database for the 
affected users. If no accounting start is 
received within 10minutes, it will create an 
incident for the operation team to check the 
card. After every 10minutes it will check 
the accounting data only for specific users 
(This checking can also be based on card 
based but in my case in accounting start 
port information is not recorded in the 
external database). The best way to carry 
out this monitoring is through the BI 
platform. The BI get useful information 
from the OSS and External database. The 
information stored in external database is 
sent to BI in real time. The BI carry out the 

analysis create reports and dispatch 
incidents.  
 
This approach is every effective in finding 
out issues that are not acknowledge or 
monitored at a central point. Using this 
approach, not only card capacity limitation 
is addressed but also finds out a way of 
monitoring more failures from a centralize 
location than any specific monitoring 
solutions available in the market. 
 
5.6  CARD Reboot/ CARD Restart 

Incident Tracking 
 
Incidents like card reboot and card reset are 
not a problem if they are not frequent. There 
are several reasons due to which card 
reboot or card reset occurs. The reason 
could be due to manually reset by 
operational staff, high temperature, 
physical removing card or any other reason. 
There is a problem if a card is reset several 
time it may drops all the customer once it is 
reset or due to frequent reset the card may 
become faulty. Once the card is reset all the 
connected customers disconnected 
immediately and try to reconnect again 
once the card is back to its normal state. The 
monitoring solution suggested here can find 
out card reset problems and further using 
the analytic system based on historic and 
present trends frequent disconnection on 
the card can be detected. The Figure.5.20 
shows disconnected trends per hour on one 
of the card. During two incidents there were 
maximum users disconnected. 

 
Figure.5.20: Disconnected users on a card 

(Per hour) 
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Figure.5.21: Total number of cards and 

frame uploaded in OSS 
 
Whereas the Figure.5.21 is the information 
extracted for a complete resource. It gives 
information about the total number of cards 
installed on an NE. The Figure.5.22 below 
gives the capacity of card. The total card 
capacity of 15th card is 32 ports but all of 
the ports are not provisioned. Through 
provisioning data, the exact card capacity is 
obtained to know used ports. There are 18 
ports currently in use, 7 ports in blocked 
state and 7 ports are in spare state. 
 

 
Figure.5.22: Port issued for a card in OSS 

 
The Figure.5.23 shows total number of 
ports in block state for 15th card of a 
network resource under monitoring and 
Figure.5.24 gives total number of ports that 
are spare. 
 

 
Figure.5.23:  Ports blocked for a card in 

OSS 
 

 
Figure.5.24: Ports Spare for a card in OSS 
 
Further the status of ports being checked 
from the external database to know how 

many ports are active and how many are 
inactive. All the 18 ports were found active. 
The stop accounting and the interim 
accounting trends for users connecting to 
card number 15 is recorded. 

 
Figure.5.25: Stop and Interim accounting 

trend 
 
The disconnection per hours showed 
variable values in Figure.5.25, this means 
that during 24hrs all users connected 
through a card may or may not disconnect 
during normal scenario. Then during the 
time period in the stop accounting where 
there is no disconnection the total 
connected user’s trends can be obtained 
from the interim accounting. The interim 
accounting gives the correct Figure for the 
number of connected users on the resource. 
The data is collected for specific time based 
on stop accounting statistics when there 
was zero disconnect from users on the 
resource. It is observed from interim 
accounting that mostly users on the cards 
are connected (70-80%). This (70-80%) is 
achieved through performing analysis on 
interim accounting in hourly base. All 
trends recorded for card 15 for normal day 
and day when maximum disconnection 
observed on the card are shown in Figures 
(5-26,5-27,5-28,5-29,5-30,5-31). The daily 
trends based on stop session and interim 
accounting give very useful information. It 
can be observed from the daily trends that 
usually disconnection per hour is less than 
(70-80%) of the total card capacity we 
already extracted using OSS inventory and 
external database. The disconnection is 
high on 5th January (70-80%).   
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Figure.5.26 Stop and Interim accounting 

daily comparison-1 
 

 
Figure.5.27 Stop and Interim accounting 

daily comparison-2 
 

 
Figure.5.28 Stop and Interim accounting 

daily comparison-3 
 
The figure 5.28 indicates trends for stop 
accounting and interim accounting for 
customers on one specific card. The stop 
accounting for users running on one card 
may not be triggered from the BRAS due to 
the reason that user are still connected and 
availing services. This behavior can be 
analyzed through viewing the interim 
accounting for same users running from the 
same card. In figure 5.28 interim 
accounting for same user tells that within an 
hour users interim accounting is recorded 
twice if interim time interval is configured 
on BRAS to 30mins. The time where there 
is no stop accounting the interim 
accounting exists, showing that mostly 
maximum users are connected on the 
network and availing services without any 
interruption.  

 
Figure.5.29 Stop and Interim accounting 

daily comparison-4 
 
The figure 5.29 also indicates trends for 
stop accounting and interim accounting for 
customers on one specific card. The stop 
accounting for users running on one card 
may not be triggered from the BRAS due to 
the reason that user are still connected and 
availing services.  
 

 
Figure.5.30 Stop and Interim accounting 

daily comparison -5 
 

 
Figure.5.31 Stop and Interim trend on 

incident day 
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It is observed that instances where 
disconnected per hour is zero in stop 
accounting it does not mean that no user is 
connected on the card for that specific 
instant interim accounting trends are 
obtained from interim accounting table 
using external database. The average trend 
indicates that connected users per day on 
the basis of interim accounting per hour is 
around (70-80%) on a card (excluding the 
block port, spare ports and suspended 
users).  
 
The Figure.5.31 represents the first incident 
occurred on the 15th card of a resource. In 
this incident during 1-2 minutes all the 15 
connected users on the card were 
disconnected (80-90% of card capacity). 
The data is fetched from the stop 
accounting available in the external 
database shown in Figure.5.32.  
 

 
Figure.5.32 High disconnection within 2-3 

minutes 
 
All the connected users were disconnected 
whereas per hour interim accounting trend 
indicate that total connected users before 
the incident were 16. If previous hour 
interim accounting (taken as card capacity) 
trend is correlated to the present 
disconnected users 90% of disconnection is 
observed within 1-2 minutes. The algorithm 
discussed (as in chapter-4) is applied on this 
bulk disconnection and start accounting is 
checked from in the external database. It is 
observed that with in period less than 5-
minutes all the session is reconnected and 
accounting start messages are received. The 
algorithm will point out to card reset or card 
reboot issue and no further checking will be 
carried out in this case. 

 
Figure.5.33 High accounting start within 

2-3 minutes 
 
The above Figure.5.33 shows that in less 
than 5-minutes all the reinstated. It is 
evident from above logs that whenever a 
bulk disconnection is triggered due to card 
reset or card reboot the CPE will redial and 
start accounting must be triggered within 5-
minutes.  
 
In the second incident on the card where the 
stop accounting referred to Figure.5.31 
showed that disconnected ports within 
specific hour were 13 ports ( 60-70%) of 
card capacity. The records for this incidents 
Figure.5.34 were checked from the stop 
accounting in external datase. It was 
observed 13 ports disconnected but the 
number of disconnected port within 1-2 min 
is less than the card capacity and interim 
accounting trends for the users on this card. 
This incident doesnot refelect any outage at 
card level and can be ignored.  
 

 
Figure.5.34 High disconnection within an 

hour but less port resets 
   
The start accounting records for same 
incident as presented by Figure.5.35 
showed that the users were not connected 
immediately after the stop incident was 
triggered (< 5mins) and this incident does 
not represent the bulk disconnection (This 
was no start accounting from disconnected 
users after 15:42:58 till 15:58:01). Such 
kind of issue’s may points to some local 
issue at the customer side or due to power 
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outage in some area some of the users got 
disconnected but other remain connected 
on the card. 
 

 
Figure.5.35 Delayed start accounting for 

disconnected users 
   
The Figure.5.36 best explains that the issue 
was not at card level as during the second 
incident all the users connected on the cards 
were not disconnected. The sample case 
shows that the user was connected from 05-
01-2019 15:24:46 and disconnected after 
two days (07-01-2019 07:45:13)  
 

 
Figure.5.36 All users not disconnected on 

the card 
 
Both the incidents indicate that whenever a 
card is rebooted or reset it can be tracked 
using the accounting information available 
in the database in real-time. All the 
customers connected on the card will be 
disconnected (70-80%) at once and after 
few minutes there will be start accounting 
records for disconnected users in the 
external database indicating that card was 
reset or rebooted. In the other case if not all 
the users running from the card are 
disconnected then it can be ignored as it 
does not indicate any problem with respect 
to the card.  
 
 
 
 
 
 
 
 

 
Figure.5.37 Daily trends for port 

disconnection on a card (Per hour) 
 

 
 

Figure.5.38 Recorded Trend during and 
after incident 

 
Similarly, there was another issue appeared 
on a different card that can be tracked 
properly using the algorithm applied in this 
research. To fix certain complaints for users 
running from a specific card it is 
administrated rebooted or it is physically 
reinserted in the slot due to this reason 
sometime cards went into abnormal state or 
subscribers trying to connect are not able to 
authenticate but at card level and resource 
level everything seems fine. Such scenarios 
can be pointed out in timely manner using 
the accounting information in real time.   
 

 
Figure.5.39 Interim records during 
incident time for card shifted cases 
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Figure.5.40 Users services shifted to 

different card during incident 
 
The 12th card was not working properly due 
to this all the customers on this card were 
suffering. Some of the users were shifted to 
other card to run the services till the card is 
restored. The applied algorithm can also 
help in shifting the services of affected 
customer to another card if the issue is not 
restored in committed time. The figure.5.39 
points to users for which services were 
shifted to some another adjacent card due to 
which during the incident duration (when 
12th card was faulty) the interim accounting 
for few users was coming in the external 
database. When analysis was carried out on 
such users during the incident time it was 
observed to restore the services for some 
customers they were shifted to another card 
(11th card) but other customers’ services 
were not restored and from them this issue 
lasted for more almost two days. In author 
opinion in case of prolonged issues spare 
ports can be used to shift the services it can 
be achieved if proper end-to-end 
monitoring system is deployed.  
 
Conclusion and Future Work 
 
The suggested solution in this work using 
the provisioning system, External database 
and BI analytics shows high amount of 
accuracy in estimation of active ports on 
which customer is provisioned and 

configured and using services. It also 
enables operator to filter ports on which 
customers are suspended due to non-
payment using external database. Applying 
the suggested above algorithm on activated 
ports significantly enhance monitoring 
huge PPP failures. The accounting 
information triggered from RADIUS 
servers to External DB are processed in real 
time by BI system. The reports generated at 
BI systems are dispatched to the concern 
vendors, system owners and management 
as part of escalation process. This 
implementation will help a 
telecommunication operator to respond to 
any unforeseen situation more efficiently 
before the customer register the complaint.  
 
The solution discussed will not absolute 
other monitoring solution but is a source of 
additional monitoring for scenarios where 
alters are not triggered but bulk 
disconnection requests are received by 
radius server and information is recorded in 
database. This additional reporting at BI 
level will assist operators to respond to such 
incidents more quickly. 
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